
Journal of Software Engineering Practice, 2015 1(2) 

 

18 
 

An Empirical Assessment of the Role of Password 

Compliance 
 

                    Iqbal Amiri     Jared Briggs 

                    ia195@nova.edu                 jb2669@nova.edu 

                    Nova Southeastern University                 Nova Southeastern University 

Keywords 

New password, Password-protected storage, Computer self-efficacy, Password structure, 

Confirmatory Factor Analysis, Goodness-of-fit, Cronbach Alpha. 
 

Abstract 

Password and password protection systems are the most frequently attacked security 

systems. However, passwords are considered the first line of defense in computer-based 

systems, when it comes to user authentication. The purpose of this study was to measure 

user’s behaviors and their adherence to password compliance when organizations change to 

a new password policy. This study also identified how users protected and stored their 

passwords. The instrument used for this study was a survey, which collected data from 60 

participants. The survey collected data, how users created new passwords, and how users 

protected their passwords. Pre-screening was performed for Mahalanobis Distance and 

descriptive statistics prior to analysis. The data was analyzed for confirmatory factor 

analysis, and Cronbach Alpha if items would be deleted. End user computer skills and 

password-protected storage were found to influence password structure. Future research 

could include a larger sample size and include the entire population beyond information 

technology.  

 

Introduction 
 According to Shay, Komanduri, Kelley, Leon, Mazurek, Bauer, Christin, and Cranor 

(2010), one of the fundamental problems in computer security is how to authenticate a user 

to a computer system conveniently and securely. Passwords are a defense mechanism that a 

user uses in an authentication system. Taneski, Henrico, and Brunmen (2014) described that 

86% of the passwords used are weak, and that passwords are often created with an 

inadequate amount of characters that usually contain only lowercase letters, or numerical 

content, along with dictionary based password. Thus, making the passwords easy targets to 

security threats. Adeka, Shepherd, and Abd-Alhameed (2013) described that 50% of users 

wrote their passwords down. Gehringer (2012) suggested users to not write their password 

because it posed as a security risk, and the paper could be lost, or read by a bystander.  

 
Research Questions and Hypotheses 

 

RQ1: Does computer self-efficacy exert a significant positive influence on password structure? 

 

RQ2: Does end user computer skills exert a significant positive influence on password structure? 

 

RQ3: Does new password exert a significant positive influence on password structure? 

 

RQ4: Does password protected-storage exert a significant positive influence on password structure? 
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RQ5: Does computer self-efficacy exert a significant positive influence on password protected-

storage? 

  

H1: Computer self-efficacy will exert a positive influence on password structure. 

 

H2: End user computer skills will exert a positive influence on password structure. 

 

H3: New password will exert a positive influence on password structure. 

 

H4: Password protected-storage will exert a positive influence on password structure. 

 

H5: Computer self-efficacy will exert a positive influence on password protected-storage. 

 

 
Figure 1. Conceptual Research Map 

 

Methodology 

 An online survey instrument was developed and used to collect data for password 

storage, password compliance, and user sentiments about the new password requirements. 

The unit of analysis was individual, specifically – employees of an information technology 

(IT) organization. A 7-point Likert scale was chosen from a previous study conducted by 

Levy and Green (2009) to collect responses to questions, which was adapted by Gefen, 

Straub, and Boudreau (2000) where 7-Strongly Agree to 1-Strongly Disagree. This study 

was cross-sectional, as the survey and data were collected one time only, instead of 

longitudinal. Convenience sampling was used; participants were selected from coworkers 

and friends, which worked in IT organizations in getting the results for the survey. A pilot 
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study was conducted with 15 users to make sure the survey instrument was working 

correctly. 

Results 

This study concluded that there were five multivariate outliers present from raw data 

constructs of new password (NP), password–protected storage (PPS), computer self-

efficacy, (CSE), end user computer skills (EUCS) and. The outliers exceeded the critical 

value of 50.998 of Chi-squared degrees of freedom, from cases 112, 113, 114, 115, and 125 

(see Appendix B1 Mahalanobis Distance). Mahalanobis Distance was calculated from the 

critical value of chi-square at p< .005 with df= 36 is 50.998 (Mertler & Vannatta, 2013). 

Frequencies were run to ensure the constructs did not contain missing data. Confirmatory 

factor analysis (CFA) was conducted using structure equation modeling (SEM) with Amos 

statistical software package (Levy & Green, 2009). The five hypotheses were tested for 

model-fit with the following measures analyzed: goodness-of-fit (GFI), Chi-square/degrees 

of freedom (Chi-square/df), adjusted goodness-of-fit (AGFI), normalized fit index (NFI), 

comparative fit index (CFI), root mean square error approximation (RMSEA), and 

standardized root mean square residual (SRMSR) (see Appendix B4 Model Fit). The results 

from GFI were 0.554, which indicated a poor fit. The results of Chi-square/df were 3.19, 

which indicated an acceptable level because Chi-square/df was less than 5.0. AGFI resulted 

an unacceptable level for model fit with the value of 0.493 with a recommended value of 

>.80(Levy & Green, 2009). NFI resulted an unacceptable level for model fit with the value 

of 0.577 with a recommended value of >.90 (Levy & Green, 2009). CFI resulted an 

unacceptable level for model fit with the value of 0.633 with a recommended value of >.90 

(Levy & Green, 2009). RMSEA resulted unacceptable level for model fit with the value of 

0.124 with a recommended value of >.10. SRMSR resulted an unacceptable level for model 

fit with the value of 0.555 with a recommended value of >.10 (Levy & Green, 2009). The 

significance was found to be a poor fit with the model with a value of p<0.001 (see 

Appendix B4 P-Value). RMSEA analysis also provided a significance value (PCLOSE) of 

p<0.001, which result in a poor fit (see Appendix B5 Significance PCLOSE). A path 

diagram was created with Amos to determine strengths of influence with covariance (see 

Appendix B6 Path Diagram). EUCS was determined to significantly influence password 

structure with value of 0.71. PPS was determined to significantly influence password 

structure with value of 0.11. CSE CSE, and NP did not have a significant influence on PS 

with values of -0.03,and  -0.04. CSE did not have a significant influence on PPS with a 

value of -0.29. Cronbach alpha value for the component one EUCS was 0.966 (see 

Appendix B7 Cronbach Alpha). Cronbach alpha value for the component two PPS was 

0.608. Cronbach alpha value for the component three PS was 0.799. Cronbach alpha value 

for the construct NP was 0.436. Cronbach alpha value for the construct CSE was 0.892. 

 

Discussion 

The data for the constructs of CSE, NP, PS, PPS and EUCS (end-user computer 

skills) contained one multivariate outlier above the 75th percentile (see Appendix B2 

Mahalanobis Distance Figure). Mahalanobis Distance was calculated based on distance 

from the centroid (mean of all variables) (Mertler & Vannatta, 2013). “Analysis of 

instrument reliability indicated high Cronbach’s alpha for” three of the instrument 

constructs: end user computer skills, password structure, and computer self-efficacy (Levy 

& Green, 2009 p.16). The values of Cronbach’s alpha were greater than the recommended 

value, which indicated good reliability (Levy & Green, 2009). The overall results of the 

goodness-of-fit were found to be a poor fit for the model in this study. The results 

concluded, all of the tests except Chi-square/df to be unacceptable with very little 

significance. The hypotheses were found significant when PPS positively influenced PS, 
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and when EUCS positively influenced PS (see Appendix B8 SEM Figure). The remaining 

hypotheses of CSE positively influenced PS, CSE positively influenced PPS, and NP 

positively influenced PS were rejected with negative values (see Appendix B8 SEM 

Figure).  

 

Conclusion 

As mentioned by Levy and Ellis (2006) that the main definitional components of 

research is the ability to add to the current body of knowledge, thus it is believed that this 

research will contribute to the body of knowledge on password security and policy 

compliance. Resistance to password change was affected by computer self-efficacy and 

password-protected storage. Confirmatory factor analysis was performed using structured 

equation modeling using Amos software. Goodness-of-fit analysis tests found the model to 

be a poor or unacceptable fit. Cronbach Alpha was conducted as a secondary test, which 

found components one, three, and five to be reliable, components two and four were not. 

Computer self-efficacy, and new password hypotheses in relation to construct password 

structure were rejected due to negative significance. End user computer skills and 

password-protected storage were found to positively significantly influence password 

structure, which validated the hypotheses.  
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Appendix A: Password Security Assessment Survey 

Link to the survey: 
https://docs.google.com/forms/d/1gT8M-YPfeh-4d5jeUE97kkePkRT0UH-DiGrGD5Fi_-Y/edit# 
 

  

https://docs.google.com/forms/d/1gT8M-YPfeh-4d5jeUE97kkePkRT0UH-DiGrGD5Fi_-Y/edit
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Appendix A.1: Password Security Assessment Survey 
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Appendix A.2: Password Security Assessment Survey 
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Appendix A.3: Password Security Assessment Survey 
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Appendix A.4: Password Security Assessment Survey 
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Appendix A.5: Password Security Assessment Survey 
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Appendix A.6: Password Security Assessment Survey 
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Appendix B: Figures  

 
B1. Mahalanobis Distance 

 

 
B2. Mahalanobis Distance Figure 
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B3. Model Fit 

 
 
B4. Significance P-Value 

 
 
B5. Significance PCLOSE 
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B6. Path Diagram 
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B7. Cronbach Alpha 
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B8. SEM Figure 

 
 
Appendix C: SPSS Syntax  

 
C1. Mahalanobis Distance 

DATASET NAME DataSet1 WINDOW=FRONT. 

REGRESSION 

  /MISSING LISTWISE 

  /STATISTICS COEFF OUTS R ANOVA 

  /CRITERIA=PIN(.05) POUT(.10) 

  /NOORIGIN 

  /DEPENDENT ID 

  /METHOD=ENTER CSE1 CSE2 CSE3 EUCS1 EUCS2 EUCS3 EUCS4 EUCS5 EUCS6 EUCS7 

EUCS8 EUCS9 EUCS10 EUCS11 
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    EUCS12 NP1 NP2 NP3 NP4 NP5 PS1 PS2 PS3 PS4 PS5 PS6 PS7 PS8 PS9 PPS1 PPS2 PPS3 

PPS4 PPS5 PPS6 PPS7 

    PPS8 

  /SAVE MAHAL. 

 

C2. Mahalanobis Distance Extremes 
EXAMINE VARIABLES=MAH_1 

  /PLOT BOXPLOT STEMLEAF 

  /COMPARE GROUPS 

  /STATISTICS DESCRIPTIVES EXTREME 

  /CINTERVAL 95 

  /MISSING LISTWISE 

  /NOTOTAL 

 

C3. PCA 

FACTOR 
  /VARIABLES CSE1 CSE2 CSE3 NP1 NP2 NP3 NP4 NP5 PS1 PS2 PS3 PS4 PS5 PS6 PS7 PS8 PS9 
PPS1 PPS2 PPS3 
    PPS4 PPS5 PPS6 PPS7 PPS8 EUCS1 EUCS2 EUCS3 EUCS4 EUCS5 EUCS6 EUCS7 EUCS8 
EUCS9 EUCS10 EUCS11 EUCS12 
  /MISSING LISTWISE 
  /ANALYSIS CSE1 CSE2 CSE3 NP1 NP2 NP3 NP4 NP5 PS1 PS2 PS3 PS4 PS5 PS6 PS7 PS8 PS9 
PPS1 PPS2 PPS3 
    PPS4 PPS5 PPS6 PPS7 PPS8 EUCS1 EUCS2 EUCS3 EUCS4 EUCS5 EUCS6 EUCS7 EUCS8 
EUCS9 EUCS10 EUCS11 EUCS12 
  /PRINT INITIAL EXTRACTION ROTATION 
  /FORMAT SORT 
  /PLOT EIGEN 
  /CRITERIA FACTORS(5) ITERATE(25) 
  /EXTRACTION PC 
  /CRITERIA ITERATE(25) 
  /ROTATION VARIMAX 
  /METHOD=CORRELATION. 
 
C6. Cronbach Alpha CSE 

RELIABILITY 
  /VARIABLES=CSE1 CSE2 CSE3 
  /SCALE('ALL VARIABLES') ALL 
  /MODEL=ALPHA 
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  /STATISTICS=DESCRIPTIVE SCALE 
  /SUMMARY=TOTAL. 
 
C7. Cronbach Alpha EUCS 

RELIABILITY 
  /VARIABLES=EUCS1 EUCS2 EUCS3 EUCS4 EUCS5 EUCS6 EUCS7 EUCS8 EUCS9 EUCS10 
EUCS11 EUCS12 
  /SCALE('ALL VARIABLES') ALL 
  /MODEL=ALPHA 
  /STATISTICS=DESCRIPTIVE SCALE 
  /SUMMARY=TOTAL. 
 
C8. Cronbach Alpha NP 

RELIABILITY 
  /VARIABLES=NP1 NP2 NP3 NP4 NP5 
  /SCALE('ALL VARIABLES') ALL 
  /MODEL=ALPHA 
 /STATISTICS=DESCRIPTIVE SCALE 
  /SUMMARY=TOTAL 
 
C9. Cronbach Alpha PS 

RELIABILITY 
  /VARIABLES=PS1 PS2 PS3 PS4 PS5 PS6 PS7 PS8 PS9 
  /SCALE('ALL VARIABLES') ALL 
  /MODEL=ALPHA 
 /STATISTICS=DESCRIPTIVE SCALE 
  /SUMMARY=TOTAL. 
 

C10. Cronbach Alpha PPS 

RELIABILITY 
  /VARIABLES=PPS1 PPS2 PPS3 PPS4 PPS5 PPS6 PPS7 PPS8 
  /SCALE('ALL VARIABLES') ALL 
  /MODEL=ALPHA 
  /STATISTICS=DESCRIPTIVE SCALE 
  /SUMMARY=TOTAL. 


